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Self-Critical ANOVA with Application to Prothromdin Time

Summary

The purpose of this work was to develop procedures which would improve the
uniformity of the grading procedure in the hematology proficiency t.uup. program of
the New York State Department of Health. Approximately 400 laboratories in New York
participate in a program of clinical laboratory proficiency testing, with each
laboratory using one of eight methods and one of nine thromboplasting. The responses
of each testing program may be modeled ags a two-way layout, some cells of which are
empty. A model-critical analysis of variance technique was used to determine
simultanecusly, and in the presence of out-of-control laboratories i.e., outliers, the
effects of method and thromboplastin on prothromdin time. The word model-critical
indicates that, according to the model, set up initially on a tentative basgis so as to
allow for further evolution, the responses should have the structure of a two-way
layout with (interaction, and that the responses should have a common error
distribution. This tentative framework is examined critically by varying the way
observational information i8 processed to produce parametric summaries. If the
summarizations are insensitive to the variation in information processing, then the
tentative model stands; if not, the tentative model must be evolved. We provide an
objective means of statistically assessing variations in summarization.

The model-critical analysis produced a common standard deviation, identified
out-of -control laboratories and produced a narrower acceptable range of reported
prothrombin times and thus improved the efficiency of the grading procedure. Por
proficiency testing no advantage was found in the upe of either a common
thromboplastin or freeze-dried, coumarinized patient plasmas rather than artifically

depleted commerical plasmas, except for special purpoees.

Keywords: proficiency testing; model -critical estimation; outliers, prothrombin
time; generalized likelihood, information divergence, thromboplastins
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1. INTRODUCTION

The New York State Department of Health operates a program of clinical
laboratory proficiency testing. In this testing program, samples are sent periodically
in mailout kits to all laboratories teeting human specimens from the residents of the
State. Por many clinical sample types#, it is not possible to prepare a sample in
which the parameters are known (n advance; they must be estimated from the data.
™e remults of the test are graded on two bases. If any result contains an error of
such a magnitude as to jeopardize the well-being of a patient, the result is
unsatigfactory. In order to detect problems before they adversely affect a patient's
health, statistical quality control concepts are also used as a basis for grading.
Under this combination of concepts, one would hope to find that the bulk of the results
would follow a well-behaved error model with a small number of outliers that represent
the out-of -control laboratories.

In this report we will focus on the testing of proficiency of prothrombin time, a
measure of plasma clotting time. Prothrombin time is used principally to monitor the
status of patients being treated by oral anticoagulant drug therapy. An overdosage of
an anticoagulant such as warfarin may lead to hemorrhagic complications, while
underdosage increases the risk of thromboembolic complications. This test ig also
used routinely to screen patients to detect those at risk of bleeding excessively. Por
both purpoees, the prothrombin time must be accurately standardized and correctly
interpreted.

The effect of thromboplastin on prothromdbin time has been studied by a number of
investigators (Loeliger et al. (1984); Bigge and Denson (1967); Ingram and Hils
(1976); Loeliger et al. (1976); Poller (1975)). Reference thromboplasting for

calibration have recently become available (Hermans and von den Besselaar (19@3);
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von den Besselaar et al. (1984)) but these have been used infrequently in the United
States. T™he gimultanecus effects of method and thromboplastin have also been
reported Evatt et al. (1981); Triplett et al. (1984); von den Besselaar et al.
(1984)). Proficiency testing is complicated by the fact that prothrombin time
measurements vary not only with the sxill of the performer but algo with the method
and the thromboplastin, a clot initiation reagent, used. In proficiency testing, it is
necessary to take into account structural effects of method and thrombolplastin as well
as the error model while avoiding the excessive influence of the outlying, or out of
control, observations. The model we make use of in order to account for all the
inter -relationships is a two-way analysis of variance with interaction and a large
proportion of empty cells.

In the next section, we will develop a model-critical or self-critical estimation
procedure. The especifics of materials and data are given in later sections. The
fourth section describes our application of the eelf-critical method to the prothrombin

proficiency testing problem.
2. Model-Critical or Self-Critical Analywis of variance

We provide first a generalization of the log likelihood for the normal distribution
and then generalize this log likelihood to a two-way layout with interaction and empty
cells. Let f(x: u,0?) represent the Gaussian density with mean u and variance o?.

It is easy to show that

r £14C(x:  p,02)dx = Q(u,0%,¢c) = [(2702)%(14c)]7Y, (2.1)
-®

‘1 ¢ ¢ < o, is the irdormation generating function (Golomb, 1966) of f(x). Por

notational convenience we shall often delete the arguments of functions when

P IR
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nisinterpretation is not possible; for example, we will sometimes write f(x) or simply
f for £(x: u,02). Observe that Q(u,02,0) = 1 and that the information-theoretic
properties of £(x) may be developed from Q, for example the entropy of f(x: u,0%)
18 - 8Q(u,0%,0)/8c. Our main objective is to develop a model-critical estimation
procedure for u and c? of f(x) based on the equation (2.1). This is accomplished

by rearranging (2.1) to get

gi+c
r ax = 1. (2.2)
=« Q
If we differentiate (2.2) with respect to @ = u and o2 we get
dlogf alogo]}
< - =
J:: t’{f [(1«:) 26 %6 dax = 0. (2.3)

The construction embodied in (2.2) and (2.3) shows that {f x ie a random

variable with density f, then the expectation

dlogf  2logQ } = 0. (2.4)

!{tc [( 1+c) -1 ae

Accordingly, if x,,X;,..., X, 18 a random sample from f(x: u,02), then
getting 6 = 4 and 8 = 02 in

n dlogf(xy) alogQ
c . =
11__:_1f (x‘)[(1+c) 26 26 o, (.

forme a set of estimating equations for € = u and 02. The line of argument from
(2.1) to (2.5) is parallel to that of maximum likelihood (see for example, Kendall
and Stuart, Vol. II, pp. 8-10). Indeed, the equations (2.5) are thoee of the (log)
likelihood estimators when c=0. The esgtimators for u and ocf gatigfy the implicit
equations

4]

U =L wi(c) xg,
=1

n
ot = (1+C)1§1V1(C) (xy-u)2, (2.6)

[4]
vy(c) = £S(x,: u,0%), wv.(c) =‘!_:IV.(c).

w,(c) = vy (c)/v.(C)
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The estimators for u and o2, u(c) and o%(c) say, have been constructed so as to
impose an adaptive “"Gaussian screen” or "template” on the data. The action of this
screen is accomplished through the factor f°(x) in (2.3) and through f£¢(x,) in
(2.5). The screen i8 adaptive because the values of u and o are not known but in
the process of iterating in (2.6) the estimators u(c) and oZ(c) finally settle on
values which are most consigtent with the working model of Gausgianity and the data.
If, for example, an outlying obeervation x, not consistent with Gaussianity is present
in the set x,,X,,..., Xp, then the ocreen will impose the weight f£€(x:
a(c),02(c)) on the obeervation x; 80 that its contribution to the estimates of u and
o2 will be small. This particular xy will almost always require further study or
attention but in some caseg, as in this paper, these obeervations need to be removed
from the original data set as well as investigated. The action of the screen is not
limited to a gingle obeervation. We have found these methods to be useful in practice
even when ag many as 40% of the original sample were highlighted as not consistent
with a gingle Gaussian population.

The estimating equation (2.5) may be regarded as a differential equation whoee

solution may be shown to be the objective function, the generalized likelihood,

n c 2
0. = = z{f (xy: #,9%) .1} , c=o0, (2.7)
¢ 1=10 Q%u,0%,c)
where a = c/(1+4cC). The objective function f. is a generalization of the log

likelihood; indeed the limit of . as c tends to zero reduces to

n
ty = 2110‘ f(x,: “'cz)l (2.8)
1=

the usual log likelihood.

The expression (2.7) ig easily extended to cover a Gaussian error structure
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combined with functional structure. Accordingly we shall develop an objective function
for the two-way analysis of variance layout with interaction and empty cells. The
variation of the user specified ¢ parameter corresponds to variation in the way the
information is extracted from the sample to arrive at model specification.

The family of estimators or model summarigations which result from variation of the
user -specified coefficient ¢ should not change much if the underlying tentative model
and the data are internally consistent. Indeed, extensive gimulation trials completely

corroborate this statement; on the other hand, if model and data are not consistent,

the estimates can vary dramatically. This is particularly true if the data contains
outliers vig-a-vis the error distribution assumption. Because all of our analyees

center on the proceesing of sample information to arrive at a summarization of a

. LN .
S TR

tentative model, we will call the procedure which enables this self- or model- critical.
Models are evolved when this procees of model-criticism (Box, 1979; Daniel 1978;
Paulson and Nicklin, 1983; Paulson and Delehanty, 1983) shows that the data and the

model, both error and function components, are not internally or mutually consistent.

.rltvnv . Tyt
'A-A...ALAJ_-

As we shall see, an appropriate model for the hemotology testing program is

Yigk = 108(Xygx) = K + ay + By + yyy + Ugqy, (2.9)

for t = 1,2,.., I, 3§ = 1,2,..., J, k = 1,2,..., Ny, and where Uyy are

independent normal (Gaussian) with mean zero and variance c?, in short Uy gy are

N(0,0%). The x,;, represent the prothrombin time for the k!'" laboratory ueing
method | and thromboplastin § in our context. The generalized likelihood for the

model (2.9) is

(2.10)
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!':lj'lE(Yuk S B - Ay - By - Yyy) Vyyk(c) =0

§E(Y|jk S - Ay - By - Yiy) Vyge(e) =0, i=1,2,...,I,

!':E(Yuk W o-ay - By - viy) Vigk(c) =0, J=1,2,...,J,

E(Y1jk Y R S ‘5] 'Y!J)v1jk(c)=°' 1=1,2,...,I
K J=1.2.---vJ’

(14c) L EE(Yygu - K - ay - By - y13)? vyy(C)
gf = t 3 k

v
E § E 1yk(C)

c
vigk(c) = e‘P{'E (Yiyx ~ B - ay - By - ij)z/dz}

we mpoge the constraints - and these are the moet natural -

”:G'V‘--(C) = 0, )): Byv.y.(¢c) =0,

g Yij¥i3-(c) =0, 3=1,2,...,3,

I
o
[y

i}
[y
N

-

E Yijviy.(c) =
and where a dot indicates summation over a subecript, e.g.,

V‘)-(c) =r Vijk(<)y Va. (c) =L L Vka(C)-
K y K

1
f(uggy) = (2mo2)-% oxp{-i (Xyyq - U4 - ag - By - y,,)‘/c‘}

and Q is as before. On differentiating . with respect to u, a,, By, 71y, and o?

and getting the resulting expressions to zZero we obtain the system of implicit equations

(2.11a)

(2.11.b)

(2.11.c)

(2.11.4)

(2.11.e)

(2.11.f)

The system (2.11) is not of full rank for ca0. In order to obtain a full rank system

(2.12.a)

(2.12.b)

(2.12.c)
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This system of equations is solved by recursion. Programs are availadble on request
from the authors.

Equations (2.9)-(2.12) determine the generalized likelthood or model-critical
analysis for a two-way layout with (n¢y = O for some | and j) or without (ngy > 0)
empty cells. When cells of the array are empty, the same equations are applicable
but with some minor modifications to be discussed in section & in the context of the
analysis of the prothrombin time data.

Typical values of ¢ to be used tn the model-critical procedure involving a two-way
layout with a normal error distribution are O € c € 0.50. As c varies from ¢ = 0 to
¢ = .1, .2, .3, for example, the parameter estimates surface 6(c) = (u(c), ay(<),
By(c), ¥yy(e), 2(c), + = 1,2,..., I, } = 1,2,...,7), say, will all vary as a
function of c. We need to be able to objectively assess whether the response surface
varies statistically significantly as a function of c. The next section provides

procedures for making this assessment.

3. Tests of Pit

Pirst we consider the case when x,,X,,..,Xx, i8 tentatively taken to be
independent N(u,0%). The process of varying the way the information in the data is
summarized in the parameters u and o2 through the generalized likelihood will lead to
families of summarizations u(c) and o2(c). Por two different values of c, ¢ and c',
say, the values of u(c) and u(c’'), o2(c) and o(c') can be different. These
differences can be used to develop a statigsical test of fit for the appropriateness of

the model. Given the estimates u(c) and 02(C), an estimate of the model density is

£(x: p(c),0¥(c)) = (2m02(c))" ¥ exp( -§(x-u(c))2o(c)). (3.1)
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This estimate of the model density captures the sample information provided the
tentative Gaussian model is correct. A test of appropriateness of the Gaussian model
for the data x,,x,,..., X, can be based on

£(x: u,0%)
f(x: p(c),02(c))

D(1:2:¢c) = n _r' (£(x: p, 02)-f(x1 u(c),o¢(c)) log dx (3.2)
-0

for some Cc»0, where D(1:2:c) repreeents an information divergence (Kullback, 1959,
Chapters 1 and 2) based on the assumed model and the data as summarized in the
estimators ;i(c) and o2(c), ca0. We have extensively investigated this statigtic as a
test of fit for a variety of values of ¢ and found that it does indeed make for a good
test of Gaussianity. However, the percentage points of this statistic are appropriate

for the case of testing that x,,x,,..., X, are independent Gaussian N(u,0?) but

would not be appropriate for testing a model with combined Gaugsian error and
functional structure since the required percentage points depend on the specifics of

the functional model structure. Thus D could not be used to test the appropriateness

of (2.9) for prothrombin times.

However, another Iinformation divergence which explicitly depends only on

« "8 s
et ety

estimated variances &‘(c). and which does not depend on the sgpecifice of the

I N

functional structure of the model is

R . ~2 N

J(1:12:¢c) = n r (£(x: 0,d%) - f(x1 0,6%(c)) log — Xt 9:97) 4y (3.3 -

-® f(x: 0,0%(c)) {

2 - "

2 2 -

='_‘[° + ) o], 3

2 laz(c) o '

The statistic J represents the divergence between an estimate of a Guassian density K
based on the maximum likelihood estimate of the variance and an estimate of the -
Gaussian density based on the generalized likelithood estimate of variance. In this g

case any common mean substituted for gzero in (3.3) will yleld the same result. This



does not imply that (3.3) is independent of the estimates of the mean as may be seen
from system (2.6).
The statistic (3.3) can be viewed as an analogue of the Shapiro-wilk W statistic

for testing for Gaussianity (Shapiro and Wilk, 1965). The ratinale dehind
n 2 n "
w = [£A,x,] / L (x5-u®)?, (3.4)
1=1 1=1

where x,,X,,..., X, I8 putatively N(u,0%) and the a; are tabulated constants
(Shapiro, 1980), is that the numerator and denoainator of (3.4) are both estimates
of a constant multiple of d2. If one of the estimators is markedly different from the
other, small values of W will result and evidence against the hypothesis of Gaussianity
will be strong.

The rationale behind the nonnegative statistic J(1:2:c) of (3.3) is similar and is
as follows. If x,,x;,..., Xp are independent N(ux,0?), then, apart from sampling
error, both g2 and g2(c) are estimators for o2. rLarge values of J(1:2:c) wil
provide evidence against the hypothesis of Gaussianity. The statistic J(1:2:c) is
particularly sensitive to outlier-like departures from Gaussianity eince the influence
curves (see Bamett and Lewis, 1978, pp. 136-142) at obeervation xy for the
estimators of u and of at the univariate Gaussian density are proportional to

dlog f(xy:u,0%)  3logQ
a6 a6

fc(xj;u.a‘){(u-c) } , C >0,

for 6 = u and g% respectively.. Therefore, in the process of the generalized
likelthood’'s adaptation to the best summarization of the data consistent with the
tentative model of Gaussianity, the influence of an outlying obeervation or groups of
cutlying observations will be ultimately downweighted by fC(xy: p(c),o2(c)). Por x4
far removed from u(C) in comparison with the scale a(c), fC(xyr u(c),0%(c)) will be

nearly zero.
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Table 1 provides the upper percentage points for the statistic J(1:2:¢c) for ¢ =
-.2,-.1,.1,.2,.3,.4,.% and for n = 10,20,24,30,40,60,120,480. These percentage
points have been developed as follows. Pirst, 10,000 independent realizations of
J(1:2:¢c) were simulated for each value of ¢ and n. Next these realizations were put
in ascending order and appropriate estimates of the percentage points were tabulated.
Pinally, cubic spline functions were fit to the resulting esurfaces in sample size n,
coefficilent ¢, and size of test a. Completely independent simulations, i{.e.,
independent programmers and programs, were used to check the sgimulations which
produced Table 1.

In order to determine the dependence of the percentage points J of Table 1 on
the specifice of a functional model sturcture, the percentage points of J were
simulated under a variety of regression structures, linear model structures, and
nonlinear functional model structureg, all under the assumption of an addiuw’cau-un
error structwe. In all cases the percentage points of the statistic J were the same
as thoese computed under the model assumption that a Gaussian error structure alone
describes the data, i.e., x,,Xx,,..., X, are independent N(u, %), apart from
sampling error and a correction which accounts for the number of parameters
estimated. This independence of J of the functional structure is suggested by the
gimilar property of the Shapiro-wilk statistic but we have not succeeded in developing
an analytical procof.

Consider the modeling framework where it is postulated the responses of interest
follow the tentative functional and error representation

Y1 = D(X 4, Xp4y..., Xmi} ©;,0,,..., eq) +e,1=1,2,..., n,
where h i8 some specified functimn which may simply be constant u, the additive errors
ey are independently and identically N(0,0%), the xj are measurements on variables

which may influence the y;, and 6,,8,,..., 6q are parameters to be estimated from
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the data. The tentative model will be fit by generalized likelihood for ¢c=0 and sowme
>0, say c=.3, with resulting estimates 6;(C) and gZ(c). The statistic J(1:2:c) is

this setting computed as

o2, o¥e) z]

J(1:12:1Cc) = %(n-q-ﬂ.)[ &3(C) T2

and referred to Table 1. If J(1:2:c) exceeds the tabulated critical value at level
a, then it is possible to improve the tentative model in the sense that some data may
be inconsistent with the model, the functional structwre of the model may need to be
evolved, the error structure of the model may need to be evolved, or both error
structure and functional structwe should be examined and evolved, etc. In some
cases congideradble study may be required before the source of a statistically
significant J(1:2:c) is found and a choice for evolution of the model is made,

although in many cases, such as here for prothrombin times, the source of a

statistically significant J(1:2:c) may be readily found. Standard graphical and
diagnostic procedure should be used i{n conjunction with the generalized likelihood, and
the generalized likelihood residuals and the J test. Indeed, we regard all aspects of
the generalized likelihood as complementary to the standard procedures of data
analysis and statistics. We note in passing that the etatistic J of (3.3) is readily
extended to the p-variate case.

Even though the statistic J(1:2:¢c) has been developed to aid in model assessment
and ewvolution, it provides for a good pure test for normality. Table 2 presents
powers of the J, eskewness b,, kurtosis b,, the Anderson-Darling, and the
Shapiro-wilk tests for normality under the alternatives of a heavily right-skewed
lognormal distribution, t distributions on m degrees of freedom (designated T(m)),
chi-squared distributions m m degrees of freedom (designated x%¥(m)), and four

aixture alternatives, Mx1-Mx4. The mixture alternatives are as follows: Mx1 is 75%

11
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N(O,1) and 25% N(2,1); Mx2 is 50% N(O,1) and SO% N(2,1); MNx3 is 50% N(O,1)

and SO%X N(O,4); Mx4 i S0% N(O,1) and S50% N(1,1). Mx4 is a particularly severe

test of any test for normality since the existence of the mixture can be very difficult
to detect. We have provided tabulations in Table 1 and Table 2 of values ¢ = -0.2 ~
and -0.1 because the use of negative ¢ in the generalized likelihood has been found :-

to be useful in several applications involving in-lying contamination of data and
multiple clusters of data. Tabulations of powers in Table 2 indicates that J(1:12:c) -
provides for a good test of normality for a wide range of c. The importance aof

J(1:12:1c), however, is due to its linking estimation and assessments of fit. 5

Example. In a study concerning tests for outliers, Quesenberry and David (1961) -_.':
provide the sixteen obeervations .32,.35,.37,.30,.39,.44,.45,.46,.47,.48,.52,.53,
.57,.74,.74, 1.09 in {llustration of a studentized range test. This studentized range
test finds the obeervation 1.09 to be too large, but just barely, to be consistent with
the x,,X;,..., X,o being independent and identically Gaussian. We find 02 = g2(0)
= 0.0357, &‘(.3) = 0.0134 and J(1:2:c) = 8.32. Comparison of thig value of J N
with the critical values of Table 1 shows that this data is dramatically non-normal, a .
finding visually corroborated by a normal probabdility plot. The studentized range test
experiences difficulty in rejecting the observation 1.09 as an outlier because the
outlying nature of this data point is being inter-mixed with the otherwise dramatic
non-normality of the data and the value 1.09 is also dramatically influencing the
estimated variance of the sample.

The J(1:2:c) test statistic is useful in evaluating the statistical status of a
tentative modeling structure and in determining whether a tentative model ghould bde
evolved. Furthermore, the use of diagnostic tools stemming from the generalized
likelihood procedure and other diagnostic tools will usually be helpful in determining

the direction of the evolution. -
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Table 1.

c=0.5%

c=0.4

€=0.3

c=0.,2

c=0.1

Sample Size

10
20
24
30

120
480

10
20
24
30

120
480

10
20
24
30

120
480

0.78

09000000
ne888
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W W
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Q.36
0.37
0.37

0.13
0.17
0.18
0.19
0.20
0.21
0.22
0.22

0.05%9
0.078
0.082
0.087
0.092
0.099
0.11

0.11

0.015
0.020
0.021
0.023
0.024
0.027
0.029
0.030

©0000000
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Size of Test

00000000
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0.18
0.29
0.27
0.20
0.30
0.32
0.34
0.35

0.076
0.11
0.12
0.13
0.14
0.15
0.16
0.17

0.020
0.028
0.030
0.032
0.035
0.039
0.044
0.047
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0.90

1.61
1.11
1.10
1.07
1.06
1.0%
1.10
1.10

0.61
0.64
0.66
0.66
0.70
0.72
0.7%
0.85%

0.95%

6.40
2.70
2.34
2.16
1.95%
1.68
1.66
1.65
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0.77
0.77
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0.19
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0.31
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0.32
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0.0
0.0%1
0.056
0.066
0.072
0.074
0.08s
0.089

0.052
0.095
0.11
0.12
0.13
0.13
0.12
0.12
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Table 1. Percentage Points of the Test Statistic J(1:2:c) for

-0.2 € c € 0.5 (cont'd)

Sample Size 0.75% 0.80 0.85% 0.90 0.95 0.975 0.99
10 0.017 0.019 0.022 0.02% 0.029 0.034 0.038
‘ 20 0.022 0.025 0.029 0.038 0.044 0.055 0.093
24 0.023 0.027 0.031 0.038 0.049 0.063 0.11
c=-0.1 30 0.025 0.030 0.038 0.042 0.054 0.071 0.13
40 0.027 0.032 0.039 0.047 0.063 0.091 0.17
60 0.030 0.036 0.043 0.0%54 0.078 0.11 0.20
120 0.034 0.041 0.052 0.065 0.094 0.14 0.24
480 0.030 0.047 0.060 0.075 0.11 0.16 0.28
10 0.077 0.086 0.097 0.11 0.13 0.15 Q.16
20 0.097 0.11 0.13 0.15 0.10 0.22 0.20
24 0.10 0.12 0.14 0.16 0.20 0.2% 0.33
c=-0.2 30 0.11 0.13 0.18 0.180 0.22 0.27 0.42
40 0.12 0.14 0.16 0.20 0.26 0.33 0.55%
60 0.13 0.16 0.19 0.23 0.31 0.40 0.70
120 0.15 0.10 0.22 0.20 0.40 0.5% 0.97
480 0.17 0.21 0.26 0.323 0.49 0.70 1.23
\
\
\
|
|
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Table 2.
0.8
LN 0.66
T(9) 0.22
™7) 0.27
T(S) 0.34
T(3) 0.52
T(1) 0.93
X2(14) 0.20
x2(10) 0.28
X2(6) 0.32
X2(4) O0.42
X2(2) 0.63
X3(1) O0.04
Mx1 0.10
Mx2 0.02
Mx3 0.31
Mxé 0.09
LN 0.99
T(9) 0.31
T(7) 0.40
T™S) 0.55%
T(3) 0.80
T(1) 1.0
X2(14) 0.30
X2(10) 0.37
X2(6) 0.50
X2(4) 0.65
x2(2) o0.88
X2(1) 0.99
Nx1 0.10
Mx2 0.12
Mx3 0.46
Mxs 0.10

Comparative Powers of the J, d, and b,, the Anderson-Darling (A-D),

and Shapiro-Wilk (S-W) Statistics for Several Alternatives

(a) Sige a
0.3 0.2 0.
0.00 0.77 0
0.21 0.20 o
0.25% 0.26 (o]
0.34 0.32 (o]
0.51 0.40 0
0.92 0.90 o
0.20 0.19 o]
0.25 0.26 o
0.32 0.31 0
0.40 0.39 (o]
0.58 0.55% 0
0.79 0.75% 0
0.08 0.08 0
0.05% 0.08 o)
0.30 0.27 0
0.08 0.09 (o]

(b) Size a
0.99 0.98 o
0.30 0.30 (o)
0.40 0.40 (o)
0.55 0.54 (o}
0.79 0.78 o
1.0 1.0 1.
0.31 0.30 o
0.37 0.36 (o]
0.%0 0.48 o
0.64 0.61 (o]
0.85% 0.83 (o)
0.980 0.97 0
0.07 0.07 (o]
0.14 0.15% (o]
0.44 0.41 0
0.10 0.10 o]
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= 0.1 and n =
1 -0.1

.72 0.99
.19 0.1%
.22 0.17
.29 0.23
. 66 0.37
.09 0.02
.10 0.16
.23 0.19
.20 0.22
.36 0.27
.51 0.39
.69 0.5%4
.08 0.00
.12 0.18
.23 0.15
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= 0.1 and
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.38 0.3
.52 0.47
.76 0.71
(o] 1.0

.29 0.25%
.38 0.29
. 6% 0.38
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.08 0.08
.18 0.24
.30 0.20
.10 0.11

0000000000 OOOO0OO

20

.2

.52
.12
.18
.19
.32
.70
.18
.16
.20
.24
.36
.48
.09
.20
.11
.10

.87
.22
.28
.61
.64

.23
.27
.33
.62
.61
.81
.09
.27
.26
.11

0000000000000 O

.23
.29
.41
.50
.92
.59
.69
.86
.95
.99

.22
.03
.26
.08

0000000000 O0OOOOAO

.96
.26
.32
.47
.72

.25
.3
.60
.50

72

.91
.08
.25
.3
.11

00000000 0O0 9 00 00O

0O0OO0OO+» O0OOODOH OO0 O »

.96
.17
.19
.24
.41

.24
.31
.43
.58
.06
.99
.16
.10
.22
.10

.19
.26

.69

.50
.59
.02
.94

.25
.14
.30
.11

o000 000O00O0 9 9 9 p 9 o

0O00O0O+Hr O0ODO0OO0Or OO0 OO0

.16
.23
.38
.61

.69
.09
.96

.29
.19
.21
.11



b2

b1

-0.1

(c) Size a = 0.1 and n = 100
0.1

Comparative Powers of the J, b, and b,, the Anderson-Darling (A-D),
and Shapiro-wWilk (S-W) Statistics for Several Alternatives (cont'd)

Table 2.

1

.00

1

1.00 1.00

0.35 0.2 0.37 0.29 0.43
0.46 0.35 0.50 0.36 0.54
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0
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0
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4. Rewullts of the Prothrombdin Testing Programs

Approximately 400 laboratories participate in the New York Department of Health
prothrombin time proficiency testing program. This paper will focus on the
approximately 320 of these 400 laboratories which use automated testing methods. The
data analyzed in this study were reported for 12 test specimens, 3 in each of 4
specimen matlouts: January, July, and October of 1902 and July 1963. The
laboratories which utilized automated testing methods used various combinations of eight
analysis methods and nine thromboplastins. Por example, for the July 1983 mailout,
318 automated laboratories used 47 combinations of methods and thromboplasting as
indicated in Table 3. Twenty-five combinations of method and thromboplastin were not
utilized by any laboratory.

Table 3 suggests that an appropriate model for the analyeis of the clotting times
is a two-way analysis of variance layout with interaction and with an error distribution
to be determined. The development of a tentative error model for the responses from
the participating laboratories was facilitated by a special identification etudy. In this
special study, 13 reference labdboratories (those with a reputation for excellence) were
sent three specimens. Each reference laboratory was instructed to report triplicate
measurements on the specimens obtained with each of the 9 types of thromboplastins
supplied in the mailout kits. Analyeis of the special study data showed that a two way
layout provided a reasonable tentative model and that the logarithm of prothrombdbin
times provided normal and homoskedastic residuals.

Therefore the tentative model assumed is that the participating laboratories will

pProduce prothrombin times x,,, which follow the model (2.9) where x;, is the !
prothrombin time for method i, thromboplastin j, i=1,2,..., 8, j=1,2,..., 9, and
k=1,2,..., ngy 0. The quantity u is the overall ¢ grand mean, a, i8 the effect
due to method i, B, is the effect

17
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Number of Laboratories Using Each Combination of Automated Method and

Table 3

Thromboplastin, July 1983

Method Thromboplastin

A B Cc D E P G H I

1 2 1

2 1 1 1 5 2
3 5 40 4 2 7 59 19 1 2
4 1 12 1 2 - -] 2 13
5 1 5 1 3 ] 3 10

6 2 1 2
7 5 2 2 2
e 2 54 1 1 1 9 3 2 2
9 121 5 6 11 87 42 0 29

Method Codes:

Coag-A-Mate 150 or Dual Beam (General Diagnoetic): 5, Coag-A-Mate 2001 or X2

(General Diagnosetics); 6, Coagulation Profiler (Bio Data); 7, Coagulizer (Sherwood);

1, Autofi (Date); 2, Clotek (Hyland); 3, Pibrometer (BioQuest); &,

8, Electra (Medical Laboratory Automation).

Thromboplastin Codes: A, Dade Activated Liquid;

Hyland Dried; E.

Simplasgtin A; I,

e

Hyland Liquid; P, Ortho;

Simplastin Automated.

G,

Simplastin (General Diagnostics);

B, Dade C; C, Dade Reagent; D,

a,
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due to the combinatiomr of method { and thtromboplastin j. The u,,, are tenatively

normal with mean zero and standard deviation o.

The generalized likelihood for model (2.9) with all n,y > O is given in (2.10).
Table 3, however, shows that a number of the n,, are 0, that is cells (1,A), (1,C),
(1,P),... are empty so that the generalized likelthoud is not directly applicadble.
We overcome this difficulty for ¢c>0 as follows. To cell (1,A) we aswign a large
artifictal value K, K>O0; to cell (1,c) we assign the artificial value -K; to cell (1,K)
we aswmign the value +2K; to cell (1,H) we assign the value -2K;.... The process
continues until all empty cells have been aswigned an artificial valve. A suitable
magnitude for K is determined by the location and spread of the basis data. In our
case all the logarithms of prothrombin times are of the order 3 with a standard
deviation of order .1 so that a value of K=10 would suffice. The estrategy of
assigning isolated artificial values +K, -K, +2K, ... is required in order to preclude
the formation of a cluster of artificial outliers. In the mnaximization of (2.10)
modified by inclusion of artificial outliers, the influence these artificial outliers exert

on the estimates of u, a,, By, y(y and of will be at most of order

a quantity which is by construction virtually zero. This procedure for missing values
requires that every row and every column contain at least one non-empty cell.

The model-critical or eself-critical two-way analysis of variance procedure wad
applied to the twelve mailouts mentioned above. We provide only representative
summaries of theee analyses. Table 4 provides the results for grand means u and
standard deviations 0 of the analysee for ¢ = .1, .2, .25, and .3 and for the
aissing value analysis of variance (ANOVA). In every case, the grand means remain

virtually the same across the usual leagt squares ANOVA and generalized likelihood
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analysis with ¢ = ,1, .2, .25, and .3. Also in every case, the estimate of the

standard deviation decreases dramatically with an increase in ¢ to 0.1 and decreases
little thereafter.

Por c = .3 and gsample number 1, for example, we compute

2330 58] )

J(1:2:¢) 071 7049

70.9,

which is strongly statistically significant according to Table 1 and therefore indicates
that the model and data are not consistent as they stand. The multiplier 246 s
n-(I+~J-1)-(I-1)(I-1) where n = 318, the number of participating laboratories, I =
8, the number of methods, and J = 9, the number of thromboplasting. The decrease
in estimated standard deviation is due to the removal of the influence of the out of
control laboratories, whose prothrombin times are not consistent with the two-way
layout with interaction and with a normal error distribution. These out of control
laboratories are easily determined by an examination of the generalized likelthood
regiduals.

Similar results concerning standard deviation are obtained for all twelve
mailouts. This behavior is of course related to the estimates of 4, and a,, B8y, and
Y1y for (missing value) maximum likelihood or (miseing value) least aquares and for
the genreralized likelihood. Sample 12, the last sample in the mailout of July 1983
provides a typical illustration of the behavior of the estimates of the parameters aj
and 8) as we move from least squares to generalized likelthood (¢ = 0.25). These
resuits are presented in Table 5. Similar results obtain for the estimates of the Yiy-
Theese variations assume their true importance when the estimates are all combined to
obtain the predicted cell means. Once the cell means and the estimated standard

deviation are available, standardized grades for each laboratory are obtained. A
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standardized grade is the number of standard deviations by which a particular

laboratory differs from the predicted cell mean. Por example, if a laboratory's
prothromabin time resmults in a standardized grade of +3, this {indicates that the
laboratory's reported time was 3 estimated 0 units above the cell ({.e., method and
thromboplastin combination) mean.

The selection of a critical value beyond which a laboratory's performance would
be considered out of control, required the respongsidble decision makers to trade off
two types of error. Dollar costs or another single measurement unit for the relative
weight to be assigned for falsely failing a satisfactory ladb versus falsely passing an
unsatigfactory lab were and are not available. Thus, the seiection of a critical value
was based on the judgment of the program administrators after a review of the
implications of the various alternatives. Program administrators settled on a type I
error level of 2%. Thus, Lhe critical interval was set at +2.3 standard units about
each cell mean. This reprsented a subetantial reduction in the gize of the interval
from the three standard units that had been used with the prior grading system.

The practical effect of the application of self-critical estimation on the grading
can be illustrated by considering the differences in the laboratories falling outside the
critical region. In Table 6 we give a list of the laboratories falling outside the
critical region using least squares estimation as well as thoese determined from

model -critical estimation with c=.25.
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Table £

Estimates of generalized likelihood grand means and standard deviation ¢ of model
(2.9) for 12 proficiency study mailouts.

Missing Value

Model-Critical Estimates

Sample ANOVA c=0.10 c=0.20 c=0.25 c=0. 30
January 1982
Grand mean 2.44 2.44 2.44 2.44 2.44
1 8D .071 0s%3 .0%0 .05%50 . 049
Grand mean 2.87 2.86 2.06 2.06 2.86
2 SD o7 .051 046 064 .063
Grand mean 3.08% 3.04 3.04 3.04 3.04
3 8D .077 054 .0%0 .048 .047
July 1982
Grand mean 2.54 2.54 2.54 2.54 2.54
4 8D .056 .056 054 .054 .053
Grand mean 2.76 2.75 2.75 2.75% 2.7%
S 38D .071 . 059 .058 .057 .057
Grand mean 2.99 2.99 2.99 2.99 2.99
6 SD .063 .059 .058 057 . 056
October 1982
Grand mean 2.51 2.51 2.51 2.50 2.50
7 8D .063 . 050 .048 .047 . 046
Grand mean 2.99 2.99 2.99 2.99 2.99
8 SD .071 .057 . 055 .054 .052
Grand mean 3.21 3.21 3.21 3.20 3.21
9 3D .077 .074 .071 .070 . 069
July 1983
Grand mean 2.49 2.49 2.49 2.49 2.469
10 SD .063 .051 . 050 .049 .048
Grand mean 2.89 2.89 2.89 2.89 2.89
11 SD .067 .056 .054 .0%54 .053
Grand mean 3.12 3.12 3.12 3.12 3.12
12 SD .077 .060 .058 .087 .056

22

P s e e . .
4"- - 'AA-M‘L444J4‘A .

FRREPTY PR




A AnS A g ad and it et dad W - - L Sd LAl fod B gl L
B A CRA et A S aad A Al S A R i e e Al Al A A A At A Sl S e A A A i Al

Table 51 Out of Control Laboratories:
Cell Neans and Standardized Grades

Least Squares Model-Critical (c=.28)
a = .099 o(.25) = .087
cell sStandardised cell standardiged
Cell Nean Grades Nean Grades
(3.P) 3.171 -5.87 3.169 -7.81
-2.73 -3.67
2.20 3.11
1,77 -2.38
(8, B) 3.081 7.6k 3.077 -10.%4
1.9 -3.09
2.23 2.58
2.90 3.4k
(3, A) 3.047 1.32 3.149 2.40 oy
(3, 6) 3.147 2.03 3.303 2.92 7
. 4
(5, A) 3.064 2.68 3.250 4.52 -’1
(1, 8) 3.210 1.31 3.109 -2.42 f
9
..'.1
-."1
WY
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Note that only S of 3189 laboratories are judged as being out of control using the
least squares estimates (6.38 were expected) while with the model-critical procedure
12 of 318 obeervations fall in the critical region. This is the case gince flrst, under
least squares estimation with missing values, the outlying observations have the
greatest influence on the parameter estimates and second, the iterative process
involving the assignment of expected values to empty cells imparts an influence to the
ewtimate of the standard deviation. The self-critical procedure imparts by construction
gero influence to the estimate of the standard deviation. When the out-of-contral
laboratories are removed from the data base and the data re-analyzed in accordance
with the two-way layout with normal error and interaction model, the parameter
estimates, including o(c), are virtually unchanged for ¢ = .1, .2, .25, and .3. The
re-computed value of J(1:2:¢c) is no longer significant for any value of ¢ in
-0.2 € ¢c € 0.5,

The analywis and results described for maflout 12 of the New York State
Department of Health hematology proficiency testing program are typical of thoee
obtained for the rematining 11 studies. In each case the out-of-control laboratories
are quickly and easily identified with resultant high-quality eervice supplied by the

laboratories.

S. Conclusions

The grading syetem for this proficlency testing program is aimed at detecting
laboratories whose results depart from the structural and error model that governs the
majority of the testing laboratories. Even after the form of the appropriate error
model had been identified, parameter estimators robust against the high influence of

outlying obeervations are eseential. Self- or model critical estimation which allows

-
.

~
N
1

-
o
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for the simultanecus robust estimation of both location and scale parameters in the
presence of empty cells is thus well suited to this problem.

This approach substantially improved the efficiency of the proficiency testing
grading procedure in New York State as evidenced by the reduction averaging 20% in
the standard deviation estimates, the almost routine detection of out-of-control
laboratories, and the evolution to a much more uniform grading procedure.

The model-critical procedure incorporated the tentative model in making an
assessment of the internal consistency of the model and the data through the
parametric modification of the way Iinformation concerning a tentative model is
extracted from the data. In the hemotology testing program some data was found to
be inconsistent with the model but this need not always be the case; it is often the

case that the proposed model is inadequate to deal with the data.
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